Advanced data acquisition system for SEVAN
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Abstract

Huge magnetic clouds of plasma emitted by the Sun dominate intense geomagnetic storm occurrences and simultaneously they are correlated with variations of spectra of particles and nuclei in the interplanetary space, ranging from subtermal solar wind ions till GeV energy galactic cosmic rays. For a reliable and fast forecast of Space Weather world-wide networks of particle detectors are operated at different latitudes, longitudes, and altitudes. Based on a new type of hybrid particle detector developed in the context of the International Heliophysical Year (IHY 2007) at Aragats Space Environmental Center (ASEC) we start to prepare hardware and software for the first sites of Space Environmental Viewing and Analysis Network (SEVAN). In the paper the architecture of the newly developed data acquisition system for SEVAN is presented. We plan to run the SEVAN network under one-and-the-same data acquisition system, enabling fast integration of data for on-line analysis of Solar Flare Events. An Advanced Data Acquisition System (ADAS) is designed as a distributed network of uniform components connected by Web Services. Its main component is Unified Readout and Control Server (URCS) which controls the underlying electronics by means of detector specific drivers and makes a preliminary analysis of the on-line data. The lower level components of URCS are implemented in C and a fast binary representation is used for the data exchange with electronics. However, after preprocessing, the data are converted to a self-describing hybrid XML/Binary format. To achieve better reliability all URCS are running on embedded computers without disk and fans to avoid the limited lifetime of moving mechanical parts. The data storage is carried out by means of high performance servers working in parallel to provide data security. These servers are periodically inquiring the data from all URCS and storing it in a MySQL database. The implementation of the control interface is based on high level web standards and, therefore, all properties of the system can be remotely managed and monitored by the operators using web browsers. The advanced data acquisition system at ASEC in Armenia was started in November, 2006. The reliability of the multi-client service was proven by continuously monitoring neutral and charged cosmic ray particles. Seven particle monitors are located at 2000 and 3200 m above sea level at a distance of 40 and 60 km from the main data server.
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1. Introduction

Galactic Cosmic Rays (GCR, mostly protons and heavier nuclei) may be accelerated in our Galaxy by supernova explosions, in jets ejected from black holes or by other exotic stellar sources. After traveling millions of light years in our Galaxy they arrive in the solar system as a steady flux.

On the other side, our Sun is a very variable object which changes radiation and particle flux intensities on many orders of magnitude within a few minutes. Because of the Sun’s closeness the effects of changing fluxes have a major influence on the Earth, including climate, safety and other issues (see for example, Carslaw et al., 2002). Therefore the solar flux of cosmic rays can be described as a modulation of the stable galactic cosmic ray “background”. The Sun modulates GCR in several ways. The explosive flaring processes on the Sun result in the ejection of huge amounts of
solar plasma and in the acceleration of the copious electrons and ions. These particles constitute so-called Solar Cosmic Rays (SCR). The SCR reach the Earth and initiate the creation of secondary elementary particles in the terrestrial atmosphere, increasing the counting rates of particle monitors by several percents. This effect is called ground level enhancement. Other, non-direct solar modulation effects influence also the intensity of GCR. The solar wind “blows out” the lowest energy GCR from the solar system, thus changing the GCR flux intensity inversely proportional to the Sun’s activity. The very fast solar wind from the coronal holes, huge magnetized plasma clouds and shocks initiated by coronal mass ejections, are traveling in the interplanetary space and interact with GCRs. On arrival at the Earth, the magnetic field of the plasma cloud depletes the GCR, measured as decrease of the secondary cosmic particles, so-called Forbush decrease (Munakata et al., 2000).

Hybrid particle monitors at Aragats Space Environmental Center (ASEC, Chilingarian et al., 2003) measure both charged and neutral components of secondary cosmic rays and provide a good coverage of different species of secondary cosmic rays with different energy thresholds. A multivariate correlation analysis of the detected fluxes of primary cosmic rays with different energy thresholds. A multi-...
ing after the stations. The experience of system operation at ASEC shows that in worst case 5 min of data are lost during software update.

2.2. Unified readout and control server

The URCS server is an autonomous component of the data acquisition network and consists of multiple interacting components. First of all it is a URCS daemon (daemon is a system service in UNIX world) which takes care of communications with the underlying electronics. Hiding detector details from other URCS components it provides a uniform way for the detectors monitoring and control.

The URCS servers are executed on the frontend computers and are able to operate without connection to the rest of the data acquisition network for long periods of time. In the case of a hardware failure the problem is logged and the URCS software performs the hardware re-initialization. Most of the possible software problems are handled internally. If a non-recoverable error is encountered the daemon leaves an emergency message in the log. In the last case it would be automatically restarted by a system daemon which is monitoring status of all URCS components.

To prevent the information loss the collected data are stored in files on the local Compact Flash card and served to the clients upon request. The amount of time the data remains stored on the server depends on the detector data bandwidth and may be adjusted by the operator.

The communication with remote components is carried out by means of Web Services running on an Apache web server. The data access is well structured. Each underlying particle monitor has own address space and may provide to the clients one or more independent data set. From the specified data set the client applications may request the latest available data or the data for desired historical period. The data channels in all data sets are described by metadata properties. These properties include information on the type of considered particles: charge, energy range, incident direction, etc. The set of properties describing all data sets belonging to a certain SEVAN site is collected in the, so called, site description and is available to the clients upon request.

2.3. URCS operator frontend

The URCS Web Frontend is used to examine various aspects of the current URCS operation, modify actual configuration, start and stop readout daemons, or access the URCS log files. The operator is able to browse the data stored on the URCS servers. The current data are presented in a fully annotated fashion using associated site descriptions. The older data are available in XML, HTML and/or CSV. The continuous data quality monitoring is feasible by provided dynamic web page which is depicting various aspects of the most recent data by means of Scalable Vector Graphics (SVG) charts. The metadata properties could specify conditions demanding the operator’s intervention. If certain condition is met the interface will signal an alarm to the operator.
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