Subjective Popularity

Machine Learning not only in High-Energy
Astrophysics (Astroparticle Physics)
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Main principles

Solving problems is human role in Universe!

Networks of simple elements make a great
job!
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ning of network is a main strategy of
olem solving;

ution of live haver connections with

ution of universe;
have to avoid overtraining!



The Human Brain

+ Contains 10,000

neurens ta ma Axon

https://www.creativitypost.com/article/to_boost_brain_health_and_performance_harnes
s_neuroplasticity_the_right_way
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Human brain is a highly dynamic and
constantly reorganizing system.

The central concept is the brain's lifelong capacity to change and
rewire itself in response to the stimulation of learning and
experience (neuroplasticity);

By solving problems (in physics) one can repeatedly stimulate the
same area of the brain, which strengthens existing neural
connections and creates new ones. Over time, the brain can
become more efficient, requiring less effort to do the same job;

Continuous learning helps to fight against age-related decline and
potential dementia pathology by increasing the connections
between neurons, increasing cellular metabolism, and increasing
the production a substance produced by the body to help
maintain and repair neurons;

Do you know that London taxi drivers have a larger hippocampus
than London bus drivers? Ask why or find yourself!



Mo3rom bonbuymaHa Ha3biBaeTcA rMNOTEeTUYECKU BO3MOXKHaA
cyb6ctaHuua (06veKT), BO3HUKalOWana B pe3ynbrate GAYKTyauui
$dun3nuecKoro Bakyyma, ocosHasLuana ceba n cnocobHas

HabnoAaTb 3a OKPYXKaAOLWUM MUPOM.
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Mup. 1o nosaBneHUA cTOpoHHero HabatogaTena BceneHHana B o6sa3aTtenbHOM nopaake
ABNAETCA XaOTUYeCKoMN.




Deep Density Displacement Model (D3M), which learns from a
set of prerun numerical simulations, predicts the nonlinear
large-scale structure of the Universe. Note the connections

between galaxies: are they of the same purpose as in brain?

We sh
extrapolate far beyond its training data and
predict structure formation for significantly
different cosmological parameters.

https://doi.org/10.1073/pnas.1821458116



Machine learning: Measurements,
Decisions and Predictions

Decision making in random noisy environments: driver on the street,
investor in the market, customer in the supermarket; student
choosing profession, traveler choosing the rout, medical diagnostics,
etc...

Pattern recognition: N x N picture; binary (black and white) or vector
(color) in each of thousands (millions) of pixels: monitor crime on the
streets, find a person; read a drawing, etc...

ML is not magic producing results on any input! you have to study
math and statistics!

New algorithms and expert knowledge of the domain are in great
need!

Maximal salary in IT sector: no problem with jobs in coming decades;
“Future of Armenia depends on ML” Armen Sargsyan!



Domains

Speech recognition: automatic answering services;

Automatic control in mass production: check wrong pizza;
and many others;

Al algorithms scanning data bases of all patients died from
any diseases and finding optimal strategy of curing
patient;

Optimal strategy of getting profit on highly violent stock
markets: what and when to by, when to sell, how to put
margins!

Transport: optimal routs in city, fast response to traffic
jams, navigators, safety...

Big brother watching streets to prevent crime!
Education: personalize learning programs;



Paleo - genomics: Archeology
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Y yenoBeKa 04MH U3 CaMbIX MAaNEHbKUX MUTOXOHAPWANbHbIX
reHomoB, Bcero 16,5 Tbicaun nap HykKneotngos, 37 reHos. [nA
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Hac/neayeTCcA TO/IbKO OT MaTepu K go4vepu.
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Human genome contains 3 billion
coding elements
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Largest Chip Ever Built




Cerebras — Cerebras Wafer Scale Engine

1. Kaxabin Kpuctann Cerebras WSE coaepxut 1,2 TpaIH TPaH3UCTOPOB,
opraHmn3osaHHbIX B 400 000 UN-onTMMM3NPOBAHHbIX
BblYMCAUTENBHbIX Aaep n 18 6anT NoKasnbHOM pacnpeaenéHHOM
namaTn SRAM;

2. Bcé 310 cBA3aHO AYENCTOMN CeTbiO € 06LLEeN NPOU3BOAUTE/IbHOCTLIO
100 neTabut B ceKyHAy. [MponyckHasA cnocobHOCTb NamMATU A0CTUTaET
9 N6aunt/c;

3. B cpaBHeHUM c cambiMKn cOBpEMEHHbIMU rpadprUyeckumm sapamm

ymn Cerebras obecneumsaet 8 3000 pa3 60nbWwMM OOBEM NAMATU HA
Kpuctanne n 8 10 000 60nbLUyto CKOPOCTb 0OMEHA C MaMATLIO;

4. BbluncantenbHble agpa Cerebras — SLAC (Sparse Linear Algebra
Cores) — NOJIHOCTbIO NPOrPaMMMUPYEMbBIE U MOTYT ObITb
ONTUMM3NPOBAHbI ANA PaboTbl C NHOObIMU HEMPOHHbLIMU CETAMMU.;

5. nNpoueccop Cerebras okasbiBaeTca B COTHU UM AaKe TbICAYM pa3
spPpekTnsHee ana UM m mawmHHOro obyyeHms.



Images are not static!
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Automatic alighnment and pose estimation

3D Database
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Stock Markets: forecasting; regression; optimal strategy:
Stocks, Commodities Tumble as China Strikes Back
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Fisher IRIS flower dataset (1936)

k-Means Clusters
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https://archive.ics.uci.edu/ml/datasets/iris

UC Irvine Machine Learning Repository
https://archive.ics.uci.edu/ml/index.php
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Machine Learning Repository View ALL Data Sets

Center for Machine Learning and Intelligent Systems

Browse Through: 481 Data Sets Table View List View

Default Task
— _ pataTypes S Attribute Types
Classification (356) S

Regression (103)

Clustering (88 i
Other (555;( : - Abalone Multivariate Classification Rategorical, Integer. | 4177 8 1995
Attribute Type
Categorical (38)
Numerical (318) ! Adult Multivariate Classification Categorical, Integer || 48842 14 1996
Mixed (55)
Data Type
Multivariate (367) Annealing Multivariate Classification Categorical, Integer, 798 38
te (24) Real
Sequential (49)
Time-Series (94)
Text (55) . )
Domain-Theory (23) Anonymous Microsoft Web Data Recommender-Systems Categorical 37711 294 1998
Life Sciences (109) Arrhythmia Multivariate Classification gatelgorical, Integer. || 455 279 1998
Physical Sciences (49) o8l
CS / Engineering (177)
Social Sciences (26)
g”afn'ifffo(f” Artificial Characters Multivariate Classification Catagorical, Integer, | oo 7 1992
Other (74)
# Attributes =
Less than 10 (117) Lh Audiology (Original) Multivariate Classification Categorical 226 1987
100 100 (217) .
Greater than 100 (85)
M ”h Audiology (Standardized) Multivariate Classification Categorical 226 69 1992
Less than 100 (27) )

100 to 1000 (166)
Greater than 1000

(254) Auto MPG Multivariate Regression Categorical, Real 398 8 1993

Format Type
——— ]



https://archive.ics.uci.edu/ml/index.php

CRD Machine Learning resources

Home Space Education Machine Learning lectures

S
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Machine Learning lectures

Machine Learning lectures

1. Machine Learning: Bayesian and Neural Network statistical models

Author: Ashot Chilingarian

2. ANI Applied Nonparametric Inference Reference Manual Version 19.1

Author: Ashot Chilingarian

© 1996-2019 Cosmic Ray Division http://www.crd.verphi.am/Machine dsearning viror

A. . Alikhanyan National Science Laboratory
(Yerevan Physics Institute) Foundation Iectu res



http://www.crd.yerphi.am/Machine_Learning_lectures

Correlation

n(Xxy) - (Xx)(Xy)
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CORRELATION 1S NOT CAUSATION!

M ICE CREAM SALES
B SHARK ATTACKS

JAN MAR MAY JUL SEP Nov

Both ice cream sales and shark attacks increase when the weather is hot
and sunny, but they are not caused by each other (they are caused by
good weather, with lots of people at the beach, both eating ice cream

and having a swim in the sea)



“Good and bad” journals; Impact
factor
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Observer make correlation: number of umbrellas — intensity of rain
and get highly positive; thus we can make rain by taking umbrellas!

’Z':? cr

OBSERVER



Mortality (Deaths per 10 million)

True correlation — causal relations

Skin Cancer Mortality versus State Latitude
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Example: automatic selection of child
and adult

1. Goal—cinema: 12+, or 16+; Speed of autopilots on
the roads in presence near schools; airplane
passengers;

2. Select variables: measurements of weight and height
(no problem);

3. Domain —direct product of x and y spaces R1 x R1;

4. How to deal with random variables? The mean and
variance: Gaussian distribution! 2 main parameters!

5. 2 different variables: deviation from mean; %, or N of
sigma, range.

6. Classification problem as mapping problem
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Mapping feature space to decision
space!

. f(x, y)) = x+y : What will be if we add kilograms and

meters?

Percent of mean value: Mean weight 70 kg, mean
height — 170 cm;

100 kg (100-60)/60 ~ 66.7%; 30 kg (30-60)/60=-50%;

Now we can add percent! F(x+y)=66.7%+ -50% =
17.7%

Mapping of 2 dimensional future space — to one
dimensional decision space!

f(x,y) = 1, if x+y < 50%; f(x,y)=2, if x+y > 50%
But why 50? Maybe 45 will be better?

. Training with teacher to find best mapping function!



Metrics to Evaluate your Machine Learning Algorithm (we need
training sample TS — measurements with known classification)

Number of Correct predictions

Accuracy = —
Total number o f predictions made

Predicted: | Predicted:
n=165 NO YES
Actual:
NO 50 10
Actual:
YES 5 100

, N v
. P : i I — .2
MeanAbsolute Error = N ; lyi — 451 MeanSquaredError = ¥ Zl (v — ;)
- i—



7/

How meth neuron works?

3

- Sigmoid(5 "
5 grr=no1() 1

https://zen.yandex.ru/media/id/5bbcbclba5bd5400a990e
7d9/izuchaem-neironnye-seti-kak-sozdat-neiroset-za-

4shaga-5cda8ala5631d800b3136f0f



Element of Neural Network

Neuron f:R¥ - R

a |~ Z=aW,+a,W, +---+a,w, +b
i \ @
_|_ —_—
a Activation
K _
weights X function




T he artificial neuron: how to train?

Yi = f'(ZkajZk +Woj) =
= f’(zk W (1 (Z. Wi X; +Woy ) +Wo ;)
Y4

outPut

VLR I b

Dendrites




Universality Theorem

Any continuous function f

f:RY > RM
Can be realized by a network
with one hidden layer

(given enough hidden , |
neurons)! SO; what for we Reference for the reason:

need deep NN with many- http://neuralnetworksandde
eplearning.com/chap4.html
many layers?

Why “Deep” neural network not “Fat” neural network?



Classification of primary hadron to light and heavy nuclei

Suppose data sample with two types of events: Protons and Iron nuclei

obtained from the simulation — solving direct problem of CR!
We have found discriminating input parameters Ne and Nmu

What decision boundary should we use to select Iron nuclei ?

Rectangular cuts? A linear boundary? A nonlinear one?

E How can we decide this in an optimal way ? = Let artificial neural network do it!

B We need training samples — training with teacher — simulations, direct CR problem



Recognizing cat: multiple feature
N x N pixels

stretch pixels into single column

0.2 | -0.5| 0.1 2.0 56 G [ -96.8 cat score

15 | 1.3 | 21 0.0 231 + 92| — 4379 dog score

0O [(025]| 0.2 | -0.3 -1.2 ;
input image 24 61.95 ship score

|%.% 2 b f(zi; W, b)




Overtraining and generalization

N
error 1 )
A Mean Absolute Error = ~ Z; |yj — 'Hj|

j:
test
training

-
underfitting # parameters overfitting

(high bias) (high variance)



Local and global minimum

Very slow at the

plateau

Stuck at saddle point

Stuck at local minima

: vcw)| i ovee
N o— =~ 0 2 =0

parameter space

VC(0)




earching of the Extremum

maximisation problem: ¢ = 1 = 1000



Deep learning (with and without
teacher)

G |G s
Machine Learning in Practice

Input Feature extraction Classification Output

\ Deep Learning

—_— Car
features a computer can Learning

understand algorithm Input Feature extraction + Classification Output

| 100 According to Microsoft's
Y \_'_J speech group:

Domain specific, requires Ph.D. Optimizing the

level talent weights on features Using DL
|
10%
a%
|
2%
1% | s
1990 2000 2010

Deep Learning in Speech Recognition



Feature extraction: clustering training
without teacher




Mean Squared Error

Deep learning n
1 . )
j6) = ~ E :(y(o —p®)?

Mean Absolute Error

n
1) = = |y® ~ 50)
i=1

-
Feature extraction

o Been
|
@

Knowledge about
statistics

Knowledge about
data and application
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Recipe for Learning

Does it do well Does it do well

on the training ‘ on the test
data? data?

‘Don't forget! forgetI No overflttmg
Modlfy the Network ;

http://www.gizmodo.com.au/2015/04/the-basic-recipe-for-machine-learning-
explained-in-a-single-powerpoint-slide/




What tasks we want to solve in Astroparticle
Physics and Genome analysis?

Inverse problems can be solved after solving direct
problems!

Experimental data Simulated data

?,2(Ng,N,N,,S..) — E,A(N_,N,,N,S..)
Green and blue are not the same!
|dentification of primary particle type
Estimation of primary particle energy
Background rejection

Genome analysis

Al S



Why Neural Networks?

Neurons

o S 3
(ia/)f Z I Output Inpms OUtpU[S ;!u,.
Beds ificial Neuron v
i - Output Layer : E
( ';(\)/ Hidden Layer E \ /) trs
- we Input Layer ° 7 Actvation Function
Neural Networks, like a Bayesian models, belong to the general

N

w

class of nonparametric methods that do not require any
assumption about the parametric form of a statistical model they
use;

Are appropriate technique for classification and estimation tasks;
Are able to treat multidimensional input data;

Neural networks can easily deal with large amounts of training
data experimental (millions of events);

Robustness and quality of prediction : Neural network methods if
properly used approach Bayesian methods!

After troublesome training the implementation phase is very fast
and can be made with hardware accelerators!

Retraining with new acquired knowledge is easy and contain in
the new coefficient of NN, can be easily and save distributed
among world (Armenian network project!)



Training and Implementation phases

some model on + q

classified data- -
MC images

Classification

o : model
Ste.p 2: Apply Classification
trained model to + iBgr.
unclassified data Unclassified — Rejection —

exp. data

to obtain signal very fast



Neural Chip SAND in online
data processing of
extensive air showers

>

The neural chip SAND (Simple Applicable Neural Device) was
designed to accelerate computations of neural networks at a very
low cost basis, due to the fact that only few peripheral chips are
necessary to use the neural network chip in applications. Four
SAND-chips were implemented on one PCl-board. The board is
highly usable for hardware triggers in particle physics. The
performance of a SAND-PCl-board is 800 Mega Connections per
Second due to four neuro-chips, each with four parallel 16 bit
multipliers and 40 bit adders. SAND is able to implement
feedforward neural networks with a maximum of 512 input neurons
and three hidden layers. Kohonen feature maps and radial basis
function networks may be also calculated. The application of the
SAND-PCI-board is proposed for cosmic ray physics to allow online
analysis of extensive air showers.

Computer Physics Communications 126 (2000) 63—66, 2000 Elsevier
Science



Common Drawbacks in NN Training Process

1. The central issues in an ANN implementation remain the net
training algorithms and strategies, which, in general, should
not depend on the particular problem specifics to be solved
and on data samples generated for the training purpose.

2. The main aim of the NN training is to learn the general rule
for the problem solution by processing finite samples
available for training and to achieve acceptable (reasonable)
performance (generalization) when applied to the control
(independent) events not used for the NN training.

3. In practice, the network which performs best on training
sample, is not obligatorily the best on control sample, even
more, if the overfitting occurs, such a network will fail
processing control events. These are the questions about
robustness and reliability of NN training which have to be
addressed by techniques developed to overcome such kind
drawbacks as overtraining control and “best” NN selection.



ANI package strategies of NN training
http://www.crd.yerphi.am/Download
ANI#Download (cmz and exe files,
manual)

1. Learn ageneral rule and not particular training sample: continuous
overtraining control;

2.  MRSES(Multistart Random Search with Early Stop) and RSV (Random
search with validation — cure for overtraning ). A committee of several
networks is used to generate a voting procedure for choosing best for
each event, training started from the random points in the space of net
parameters;

3. RSV strategy: train single network with runtime validation for controlling
overtraining, use not training sample error but error your network made
on independent control sample!

4. Special type of “mapping networks” for selected best signal domain;
using signal-to-noise ratio in NN training as quality function;
5. US Patent application 38509/0003: MULTIVARIATE RANDOM SEARCH

METHOD WITH MULTIPLE STARTS AND EARLY STOP FOR IDENTIFICATION
OF DIFFERENTIALLY EXPRESSED GENES BASED ON MICROARRAY DATA



http://www.crd.yerphi.am/Download_ANI#Download

The Efficiency of Run-Time Validation
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The 5th Irano-Armenian Workshop on
Intelligent Information Technologies in Data
Analysis and Control

June 30-July 6, 2003, Nor-
Amberd, Armenia



To understand what NN is doing physicist

Al

N o

have start with Feature Selection

Binominal NP non tractable problem;
Selecting best single features;

Correlation analysis — selecting best pairs;
Test best pair + best singles;

Random search in multivariate feature space with
return at “bad” step and tuning of step size;

Multiple start and early stop of random search;

Bayesian risk estimate on each step: Empirical error
calculation with independent control sample;

Comparisons of Bayesian error and mpirical error of
Nntraining.



Pierre Auger experiment in Argentina
Spacing of water tanks 1.5 km




Proton and Helium Event Selection by Large High Altitude Air Shower
Observatory(LHAASO) - consisting of three detector arrays: kilometer square array
(KM2A) which includes the electromagnetic detector array and muon detector
array, water Cherenkov detector array (WCDA) and wide field of view Cherenkov
telescope array (WFCTA).
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The distributions of mass sensitive parameters P, (left) and P. (right) for proton (red
line) and iron (blue) initiated showers. A, the exactly parameter used
to reconstruct the Xmakx, is applied instead of the reconstructed Xmax. A8 is the
angular distance between the shower arriving direction and the gravity center of the
Cherenkov image. After normalization, the structure of the mass sensitive parameter P,
is as follows: P, =A8-0.0103xR,, -0.404xN ¢
R, is the perpendicular distance between the telescope and the shower axis; and N Is
shower energy. Moreover, the ratio of length and width of the Cherenkov image is also
a traditional and effective parameter: P_ = L/W -0.0137xR +0.239x N°®



Scatter plot of Shower Size and Shape
Parameters for light and heavy nuclei
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Partial spectra: light and heavy nuclei:2-
way Classification of MAKET-ANI data
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3-way KASCADE Data Classification
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“Knee” limit of space accelerators or
escaping energy?

Scaled flux E*°J(E) (m?s'sriev'd)
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Neural classification of the all particle energy
spectra to Light and Heavy Nuclei
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Credit, Chilingarian A., Hovsepyan G. et.al., (2004), ApJ, 603, L29



On 22 September 2017, IceCube detected a neutrino that was special: Its very high
energy (roughly 290 teraelectronvolt) indicated that the particle might have
originated from a distant celestial object. Scientists were also able to identify its
incoming direction with high precision.

In fact, Fermi-LAT, a space observatory that conducts all-sky surveys, reported that the

direction of the neutrino was in line with a known gamma-ray source in an active state: the
—- blazar. TXS 0506+056. What is more, MAGIC, a 17-meter twin telescope that probes high energy

-



https://icecube.wisc.edu/
https://fermi.gsfc.nasa.gov/
https://magic.mpp.mpg.de/
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Figure 1: Event display for neutrino event IceCube-170922A. The time at which a DOM
observed a signal is reflected in the color of the hit, with dark blues for earliest hits and yellow
for latest. Time shown are relative to the first DOM hit according to the track reconstruction,
and earlier and later times are shown with the same colors as the first and last times, respectively.
The total time the event took to cross the detector is ~3000 ns. The size of a colored sphere is
proportional to the logarithm of the amount of light observed at the DOM, with larger spheres
corresponding to larger signals. The total charge recorded is ~5800 photoelectrons. Inset is an
overhead perspective view of the event. The best-fitting track direction is shown as an arrow,

consistent with a zenith angle 5.7)3) degrees below the horizon.



Combining Shape and Orientation we’ |l
achieve large Q-factors (o)
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The Wedge cut (supercut0
Chilingarian, A.A. and M.F. Cawley , Multivariate analysis of Crab
Nebula data, Note to Whipple collaboration from July 5, 1990.
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First detection of Crab nebula by the Whipple collaboration, contained in the
famous 1988-1989 data files, consisting of 65 ON-OFF pairs, more than 1 million
images, ¢ = 27



Artificial intelligence(machine learning)
approach: New Type of NN — Mapping
Networks -Maximizing Signal Significance — by
optimizing the shape of Gamma Domain
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Comparison of the different background
rejection methods WIPPLE detection of
CRAB, 1988-1989

N on N off o DIFF | DIFF/N o | N oty Nog
Raw 506255 | 501408 | 4,8 4847 | 0.01
Azwidth 14622 | 11389 |20.4 3233 | 0.28 0.0227
Wedgecut* | 6017 | 3381 |27.2 2636 | 0.78 0.0067
Supercut 4452 1766 | 34.3 2686 | 1.52 0.0035
Neural*** 6278 | 2858 |35.8 3420 | 1.20 0.0057
4::5::1

*Chilingarian, A.A. and M.F. Cawley. Application of multivariate analysis to atmospheric
Cherenkov imaging data from the Crab nebula. Proc. 22 ICRC, 1, 460-463, Dublin, 1991.

**Punch, M., C.W. Akerlof, M.F. Cawley, et. al.. Supercuts: an improved method of selecting
gamma-rays. Proc. 22nd Internal. Cosmic Ray Conf., Dublin, 1, 464-467, 1991

***Chilingaryan A. A., Neural classification technique for background rejection in high energy
physics experiments, Neorocomputing, 6, 497, 1994,
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Why is so important to reject background

“ON” sample- obtained with telescope axes oriented
in direction of the putative gamma-ray source and

“OFF” — sample, obtained by pointed telescope axes
in direction of the same celestial co-ordinates, but
after the source already leave the destination;

If the field of view of the telescope is enough large it
is possible to take “ON” and “OFF” scans
simultaneously, selecting within field of view samples
pointed to source and to “empty’ space;

Best estimate of SIGNAL = ON — OFF = 10100-
10000=100;

SIGNIFICANCE OF SIGNAL DETECTION

SIGNAL-TO-NOISE RATIO = SIGNAL/OFF =
100/10000=0.01;

Let’ s assume that we succeed to reject 99%
background keeping 50% signal!
ON=150; OFF = 100; SIGNAL = 150-100 =50

SIGNAL-TO-NOISE RATIO = SIGNAL/OFF =
50/100=0.5;



Microarray Technique
Coupled Transcription and Translaticn

DNA Target Sample
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Selection of the best subset of genes (20 best
from 1000) NP-complete problem

Class 1 Class 2
S1|S2|S3 Sn S1|S2|S3 Sm
genel genel
gene2 gene2
gene k gene k
genep genep

f(20 genes) ~ f(R,,)* C,, 199 =1000!/20!/980! ~ 1060/10%8 =
1042 operations; One element of covariance matrix calculate in
1 mcsec, then time required on 10 Pfl CPU ~ 1019 sec ~ 1012
years;

Age of Universe is 1.37 * 1010 years

MRSES Heuristic: f(MRSES — 5genes) ~ f(Rm)* N4
~25*500*10,000 = 1.25*108 operations: 12,5 seconds;

*N

cycles
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MRSES NET Training 1

. spht avalable sample in to traaming and vahdation samples by the ratio of 2:3 and

1:3 respectively.

fix the number of networks to be trained Ny

. hix the munber of iterations Nie,.

. select the mitial weights of the network randomly from gaussian distribution with

prechosen mean j1 and o variance (@ 1s a small number).

. set the mitial quahty function to a very large value.
. select the iteration step size randomly from the prechosen Av € K mterval,

. perform a random iteration step in the multidimensional space of NN weights from

the mitial point to modity all weights of randomly chosen nenron, the alternation
of werghts 18 performed according to the followmng:



o]

MRSES NET Training 2

Vi=Vig +QF |- [ENDM —0.5)- Av; b= 1L A (1]
were Vi 18 the vector of NN weights obtained at i-th iteration step, Av 15 step size
and RNDM is a random number frem [0-1] interval. The term ¥ | introduces

dependence of value of random step on the already achieved qualitv function and
controls the strength of this dependence, p = 01,2

. calculate the objective (quality) function at each step by presenting all the training

events to Neural Network:

1 P 3 . ,
Qi = 3—— Y (OUT, —TRUE)+ Wi, k=1, Meyente. (
“Vigenil s &

,
i)
ps—_

were OUTy is the nctual ontput of NN, TRUEy is the corresponding goal value of
k-th mput vector from the tramng set, Wy 1s event weight. M, s 15 the number
of training events.



Mrses training 3
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